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Who I Am

NICE TO (VIRTUALLY) MEET YOU!

http://www.jacopotagliabue.it/
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Who I Am

NICE TO (VIRTUALLY) MEET YOU!
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About Coveo

NICE TO (VIRTUALLY) MEET YOU!

$300M
capital raised since 2018

1,000+
customer deployments

550
employees

Leader in 

AI-Powered Search,
Recommendations and 

Conversion Engines
#1 Canadian AI-software company

International presence:  US, EU, ANZ



Much Ado About Nothing?
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Much Ado...

https://www.vox.com/future-perfect/21355768/gpt-3-ai-openai-turing-test-language
https://www.vox.com/future-perfect/21355768/gpt-3-ai-openai-turing-test-language
https://techcrunch.com/2020/08/28/what-does-gpt-3-mean-for-the-future-of-the-legal-profession/
https://techcrunch.com/2020/08/28/what-does-gpt-3-mean-for-the-future-of-the-legal-profession/
https://www.downtoearth.org.in/news/science-technology/ai-called-gpt-3-can-now-write-like-a-human-without-thinking-like-one-73424
https://www.downtoearth.org.in/news/science-technology/ai-called-gpt-3-can-now-write-like-a-human-without-thinking-like-one-73424
https://venturebeat.com/2020/09/18/ai-weekly-cutting-edge-language-models-can-produce-convincing-misinformation-if-we-dont-stop-them/
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Much Ado...

“It is impossible to review the specifics of your tenure file without 
becoming enraptured by the vivid accounts of your life. However, it is 
not a life that will be appropriate for a member of the faculty at Indiana 
University, and it is with deep regret that I must deny your 
application for tenure. ... Your lack of diplomacy, your flagrant 
disregard for the feelings of others,(...), and, frankly, the fact that you 
often take the side of the oppressor, leads us to the conclusion that 
you have used your tenure here to gain a personal advantage and 
have failed to adhere to the ideals of  this institution.”

https://twitter.com/QasimMunye/status/1278750809094750211?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1278750809094750211%7Ctwgr%5Eshare_3&ref_url=https%3A%2F%2Fwww.vox.com%2Ffuture-perfect%2F21355768%2Fgpt-3-ai-openai-turing-test-language
https://twitter.com/QasimMunye/status/1278750809094750211?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1278750809094750211%7Ctwgr%5Eshare_3&ref_url=https%3A%2F%2Fwww.vox.com%2Ffuture-perfect%2F21355768%2Fgpt-3-ai-openai-turing-test-language
https://www.gwern.net/GPT-3#indiana-jones-tenure-denial
https://www.gwern.net/GPT-3#indiana-jones-tenure-denial
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Today’s Agenda

1. A brief intro to neural networks
○ in case you have been living under a rock for the past 5 years

2. A review of key ideas in NLP
○ language models and other exotic concepts 

3. GPT-3, the barrier of meaning and other stories
○ GPT-3 is great, but...

4. Where to go next?
○ the future is not what it used to be



Neural Networks in 5 minutes
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Neural Networks (classifying images)

255 164 21

111 3 243

243 13 98

CAT

DOG
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Neural Networks (analyzing sentiment)

0.82 0.8 0.12

0.1 0.54 0.78

POSITIVE

NEGATIVE
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Neural Networks - how they learn?

1 A bit too cold!

2 A bit too hot!

3 Great!

https://towardsdatascience.com/how-does-back-propagation-in-artificial-neural-networks-work-c7cad873ea7
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The Importance of Big Data

● Deep neural networks have surpassed many traditional techniques 
in a huge variety of tasks, especially wrt image and language 
challenges (NERD NOTE: this is due to neural networks advantage in 
high-dimensions):
■ NNs thrive on the massive amount of digital data now available
■ NNs thrive on the massive amount of computational power now available

● Big Data are awesome but here is the challenge: how can we 
practically leverage NNs in a world where only few companies 
(Google, Microsoft, Open AI, etc.) have access to this type of 
resources?

https://arxiv.org/pdf/2007.05558.pdf


18

C
o

py
ri

gh
t 

©
 2

0
1

9
 C

ov
eo

 S
o

lu
ti

o
n

s 
In

c.
   

A
ll 

ri
gh

ts
 r

es
er

ve
d

. P
ro

p
ri

et
ar

y 
an

d
 C

O
N

F
ID

E
N

T
IA

L 

The Pre-Training Trick

Step 1: Google 
(Facebook, etc …) 
trains a network from 
scratch on a standard 
big dataset, e.g. 
ImageNet

3.2 M images

CAT

DOG

...

https://ieeexplore.ieee.org/document/5206848
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The Pre-Training Trick

Step 2: take the 
network from Google, 
remove the last layer, 
and train in on your 
small dataset.

10K images

SOCCER

TENNIS

...
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The Pre-Training Trick

Step 2: take the 
network from Google, 
remove the last layer, 
and train in on your 
small dataset.

10K images

SOCCER

TENNIS

...



21

C
o

py
ri

gh
t 

©
 2

0
1

9
 C

ov
eo

 S
o

lu
ti

o
n

s 
In

c.
   

A
ll 

ri
gh

ts
 r

es
er

ve
d

. P
ro

p
ri

et
ar

y 
an

d
 C

O
N

F
ID

E
N

T
IA

L 

The Pre-Training Trick

Step 2: take the 
network from Google, 
remove the last layer, 
and train in on your 
small dataset.

10K images

https://gist.github.com/fchollet/7eb39b44eb9e16e59632d25fb3119975
https://gist.github.com/fchollet/7eb39b44eb9e16e59632d25fb3119975


NLP Models
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NLP Zoo

● NNs have been used with great success in a variety of NLP tasks:
○ text classification / sentiment analysis
○ text summarization
○ image captioning
○ machine translation
○ text generation
○ ...
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Language Models

● A language model is a predictive model that, given a sentence 
starting with words w

1
, w

2
, ... w

n
, tries to predict w

n+1

■ “The cat is on the ?” -> mat, stove, ....
■ “Maradona is a great ?” -> player, coach, ...

● Recent LMs, such as BERT, has popularized the idea of “masked 
sequence prediction”, achieving SOTA results in a variety of tasks.
■ “The [MASK] is on the [MASK]

https://www.aclweb.org/anthology/N19-1423/
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The Pre-Training Trick (for NLP)

Step 2: take the 
network from 
Hugging Face, and 
train your classifier 
on top on your small 
dataset.

10K tweets

https://huggingface.co/transformers/training.html
https://huggingface.co/transformers/training.html
https://huggingface.co/transformers/quickstart.html
https://huggingface.co/transformers/quickstart.html


The Barrier of Meaning

https://melaniemitchell.me/PapersContent/AIMagazine2020.pdf
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Being Reasonably Wrong - A Microsoft Bot

https://towardsdatascience.com/in-praise-of-artificial-stupidity-60c2cdb686cd
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Being Reasonably Wrong - A Microsoft Bot
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Being Reasonably Wrong - A Microsoft Bot

https://twitter.com/picdescbot/status/746583745076072448?s=20
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Being Reasonably Wrong - GPT-3

https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-intelligence-ai-opinion/
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Being Reasonably Wrong - GPT-3

https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-intelligence-ai-opinion/
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What Did We Really Learn?

● GPT-3 performance varies greatly depending on the task: great at 
word prediction, (very) bad at common sense reasoning.

https://arxiv.org/pdf/2005.14165.pdf
https://arxiv.org/abs/1606.06031
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What Did We Really Learn?

● With massive multi-task datasets, performances are barely better 
than random, while humans are good across the board.

https://arxiv.org/pdf/2009.03300.pdf
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What Did We Really Learn?

● The bigger, the better!
● The way in which GPT-3 “masters” concepts is very different from 

ours: it has problem with generalization and abstraction.



What’s Next?
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Machineotton Learning

https://docs.google.com/file/d/1rZkk5HG9Sfy6PLEuVqmuBQpYSETrWNZ_/preview
https://docs.google.com/file/d/1H7eL8xhIrWC5HpGNEfXGdTSCSvHWRQym/preview
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Machineotton Learning

https://docs.google.com/file/d/1veXTMTpCn9blm9Il4pHhjrguuCanLaAK/preview
https://docs.google.com/file/d/1DiPKuPElB2Jb3rVY0ZbwpLkM_Q4nLwzL/preview
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Machineotton Learning

https://docs.google.com/file/d/15gPYADEHOwluD8cA73DLRVFeTi4Z4uTD/preview
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Machineotton Learning

CAUSAL INFERENCE 
1. I prefer free food vs the pink torture

2. If I paw the food can, food will be free on the floor
3. I should paw the can



When people called an object by some name, and while 
saying the word pointed to that thing, I watched and 

remembered that they used that sound when they 
wanted to indicate that thing.

Conf., I, 8
Augustinus
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You Can’t Learn a Language From the Radio!

● For all GTP-3 knows, language IS reality - the only way in which GTP-3 
learns the meaning of “cat” and “food” is by sentences which describe 
cats, food, pets, etc. …

● However, Augustinus docet, language is about something outside of 
text….

Did NLP forget about this basic fact?

https://arxiv.org/abs/2004.10151
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Blast From the Past

● Rediscovering two old ideas: 
○ words refer to objects!
■ Objects are a core level of abstraction at which humans 

understand the world, as they provide a compact and causal 
representation of the world around us. 

https://en.wikipedia.org/wiki/Montague_grammar
https://onlinelibrary.wiley.com/doi/pdf/10.1207/s15516709cog1401_3
https://onlinelibrary.wiley.com/doi/pdf/10.1207/s15516709cog1401_3
https://orlrworkshop.github.io/
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Blast From the Past

● Rediscovering two old ideas: 
○ words refer to objects!
○ human communication is about other minds as well
■ If you ask me for an opinion on my colleague Bob, and I tell you 

“He is a very kind person, with lots of hobbies”, you will think that I 
believe my colleague is not very good at his job. This implicature is 
not written anywhere, but it is a result of human communication.

http://langcog.stanford.edu/papers_new/goodman-2016-tics.pdf
https://plato.stanford.edu/entries/grice/
https://plato.stanford.edu/entries/grice/


Conclusions
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That’s All Folks

1. NLP made tremendous practical and some theoretical progress with extensive 
use of deep neural networks.

2. Modern language models (e.g. BERT) are extremely useful pieces in modern ML 
architectures; thanks to the “pre-training” trick, huge models can be used with little 
effort to improve most applications, even with a small budget.

3. Even gigantic models, such as GPT-3, still fail to capture important properties of 
linguistic behavior, which make them brittle, easy to fool and unreliable for mission 
critical jobs (e.g. helping doctors).

4. Language has been studied for millenia, but the recent NLP tools have been 
developed almost entirely ignoring some known facts: perhaps the next “big thing” 
will be something rooted in a pretty old idea...



See you, space cowboys...


