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Once upon a time...
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How Kubernetes works

1. Kubernetes users communicate
with API server and apply
desired state

2. Master nodes actively enforce
desired state on worker nodes

3. Worker nodes support
communication between
containers

4. Worker nodes support
communication from the
Internet

Kubernetes
control

Master node

S
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Kubernetes on its own is not enough
Save time from infrastructure management and roll out updates faster without compromising security

Unlock the agility for containerized
applications using:

 Infrastructure automation that simplifies
provisioning, patching, and upgrading

» Tools for containerized app development
and Cl/CD workflows

« Services that support security, governance,
and identity and access management

Development Platform

<\>

md
T

2

IDE container
support

Source code
repository

Registry
supporting
Helm

Cl/CD



Manage Kubernetes with ease
Infrastructure automation

« Automated provisioning,

upgrades, patches App/
workload Kubernetes
User definition API endpoint

\ 4

 High reliability, availability R r
Siaal>,

+ Easy, secure cluster scaling

+ Self-healing

T

* API server monitoring

Schedule pods over
private tunnel
Customer VMs

______________________________________________________________________

* Atno charge
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Demo

Create a new AKS cluster
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v Container
Developer image

Azure Container Registry R -
>\ O] |5

* Open Source Docker CLI

. . . . contoso.azurecr.io contoso.azurecr.io
 Private, globally distributed images East US | ) | West Europe
registry on Azure " AKs D ACR ! ACR cD AKS
) : & S - By S
» Access control via Azure AD : Lo Dl - N &2 =,
E A @ ﬁﬁ@ prepenes Geo-Replication ========+ i @ A

e L contoso.azurecr.io/app:v1 —T
+ ACRTask e Q-



m CommunityDays.it

Demo

Azure Container Registry — sample image pull
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HELM
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Helm

* Open-source managing tool
* Charts and Values

* Thanks to the server component, Tiller,
installed in the cluster, the communication
Helm client

between the local machine (client) and the Tﬁ;ﬂ'
cluster is secured during deployments.

e TLS/SSL used

 RBAC to control the level of access that
the Tiller has to the cluster

» Tiller maintains the status of charts
deployment remotely

[

Tiller

AKS cluster

=
L

Deploy resources
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Demo

Helm Charts and Values



Horizontal Pod Autoscaler

The horizontal pod autoscaler (HPA) uses the Metrics Server in a Kubernetes cluster to monitor the resource demand
of pods. If a service needs more resources, the number of pods is automatically increased to meet the demand.

1. HPA obtains resource metrics and
compares them to user-specified
threshold

2. HPA evaluates whether user specified
threshold is met or not

3. HPA increases/decreases the replicas
based on the specified threshold

4. The Deployment controller adjusts
the deployment based on
increase/decrease in replicas

e Nodel

Horizontal
Pod Autoscaler e Deployment ReplicaSet

Pod

Kubelet
m replicas++ \ 8
7 o >
Pod cAdvisor

replicas--
@ A

NodeX . J

A\ 4

\ 4

Grabs
metrics

Metrics
Server

e

Collects metrics
from all nodes f
|

Kubelet —

é>

cAdvisor

| Collects metrics from all
containers on the node
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Kubernetes-based Event Driven Autoscaling Kubeetes cluster
101010
» Developed in partnership with Red Hat I e

Register +

trigger and KEDA

scaling definition

(experimental)

» Allows fine grained autoscaling (including
to/from zero) for event driven Kubernetes
workload

Horizontal
pod
autoscaler

Metrics
adapter

Controller

Scaler ’

* 2 components

Any
events?
0->1Tor1->0

External
. trigger
source

* Custom Metrics Server

» Scaler Agent

» Open-source project on Github
https://github.com/kedacore/keda
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Demo

Autoscaling from zero to the infinity © with KEDA



KEDA ScaledObject yml sample

apiVersion: keda.k8s.io/vlalphal
kind: ScaledObject
metadata:
name: {scaled-object-name}
labels:
deploymentName:(Eﬂeployment-naTEE]b must be in the same namespace as the ScaledObject
spec:

scaleTargetRef:
deploymentName: {deployment-name} # must be in the same namespace as the ScaledObject
containerName: azure-functions-container #Optional. Default: deployment.spec.template

pollingInterval: 3@ # Optional. Default: 3@ seconds

cooldownPeriod: 300 # Optional. Default: 300 seconds

minReplicaCount: @ # Optional. Default: ©

maxReplicaCount: 100 # Optional. Default: 1ee

triggers:

# {list of triggers to activate the deployment}

triggers:
- type: azure-queue
metadata:
queueName: fu ionsqueue
DQMPQR/ queuelength: Optional. Queue length target for HPA. Default: 5 messages

connection: STORAGE_CONNECTIONSTRING_ENV_NAME
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Azure Dev Spaces

* Minimize local machine configuration

* Using namespaces to separate
development environment

» Shared dev spaces for features in
development

» Test in a production-like environment
without the need to redeploy the
entire microservices solution

__ gitcommit ) 0

git push

Lisa

Source
control CI/CD pipeline e

Y

] |

R

John
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Sanjay

Container helm upgrade
registry --install
values.test.yaml
AKS cluster
4 v N
Integration
______________ N
1
'up’ or F5 debug a !
values.dev.yaml 1
I
John i
fm—Tmm=====- 1
1 1
1 1
@ ACo
1 1
1 1
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1 1
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Sanjay i
I
1
1
1
1
1
1
- e —
Dev Spaces enabled
\_ J
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Azure Pipelines

« Component of Azure DevOps
* Allows CI/CD scenarios

* Build pipelines (YAML editor) are
triggered from changes in the source
code and push Docker images in ACR

* Release pipeline can manage
deployment of infrastructure (via ARM
Template or other tools like Terraform)
and images created in the build phase

Source
code

</>

Infrastructure
as code

(%)

Continuous
Integration

Build
Pipelines

\ 4

o g

Continuous
Delivery

Release
Pipelines

Iterate

Monitor &
logging

&

\ 4

o g

Deployment
strategies

v

Kubernetes

cluster

»
L

Monitor
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Demo

Using Terraform, Helm and Azure DevOps to deploy AKS cluster and application
code all at once



Top scenarios for Kubernetes on Azure

Lift and shift
to containers

cik R O R

Machine

Microservices .
learning

loT DevSecOps

Cost saving Agility Performance Portability Security
minimizing refactoring Faster application Low latency Build once, Deliver code faster and
your app development processing run anywhere securely at scale
@ ---------- @ ---------- ®------ -———-@-----}F-=--- O




loT Edge on Kubernetes (Preview)

e
Deployment

download and
update

2-container
k8s pod

1-container
k8s pod

Module identity creation
(one-time)

Credential
retrieval

B 3
loT Hub
control + data
plane

© Microsoft Corporation

~,

edgeAgent proxy

7

proxy edgeHub :

4
'

\
%
1
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|
v

e

59

Module-A proxy

Azure

Modules open a control and
data pipe with the loT Hub
via the edgeHub using loT
SDKs (optional)

A proxy is injected into each pod,
it takes care of getting credentials
from edge daemon

Edge agent pulls down
deployment from loT Hub &
translates modules and settings
into k8s primitives

Edge agent pod is started, it
is an gperatorthat does
deployment mgmt in k8s
native manner

Module credentials are
synced with loT Hub (one-
time operation)

Edge daemon starts up and
creates credentials for cloud
and inter-module
communication

Install IoT Edge Helm chart
on cluster, specifying device
connection string
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Demo

Deploy loT Edge on a Kubernetes cluster
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DEMO

helm init

helm repo add edgek8s https://edgek8s.blob.core.windows.net/helm/
helm repo update

helm install --name k8s-edgel --set "deviceConnectionString=<your-
device-connection-string>" edgek8s/edge-kubernetes

kubectl get pods -n msiot-<your-iot-hub>-<your-device-id>



And they lived happily ever after ©
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Grazie!l

* || materiale sara online nei prossimi giorni su
http://www.communitydays.it




